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1. Course description 

a. Title of the course: Data Analysis.

b. Pre-requisites 
Basic knowledge of statistics is required.

c. Course Type: elective.

d. Abstract

The course is taught to students of a master degree of Computer science faculty in NRU HSE in the third and fourth modules of the first year of training. The number of credits is 5. Training in an audience takes 64 hours, including: 24 hours of lectures, 40 hours of seminars and 126 hours of self-study work. The control includes a homework, a control work, and an examination.
The main purpose of the course is to teach students how to conduct quantitative and qualitative analysis of structured and unstructured data for research purposes using data analysis software packages. The content and teaching methods of the course correspond to the standards and requirements for similar courses taught at leading western universities. 
2. Learning Objectives 

The objectives of the course are to:

· give students an introduction to the most widely used quantitative and qualitative data analysis methods;

· explain the quantitative and qualitative data analysis methods using real data and concentrating on complications that may occur during the analysis in real-life research;

· teach students how to organize their own research project using the knowledge obtained during the course;

· explain how to use data analysis software packages in the most effective way to perform the tasks of the data analysis.


3. Learning Outcomes 


As a result of study, the student should know how to:

· select appropriate methods of data analysis depending on the research question and types of empirical data;

· select an appropriate data analysis software package to conduct quantitative and qualitative analysis of different types of data (statistical data, texts, pictures, media);   

· prepare empirical data for their further analysis in data analysis software packages;  

· formulate research hypotheses and construct models;

· perform data analysis is SPSS, Stata and ATLAS.ti;

· interpret the results of data analysis;

· report research results to the audience.

4. Course Plan

	№ 
п/п
	Themes
	Total hours
	Hours of training in an audience
	Self-study

work

	
	
	Lecture

hours 
	Practical

hours 
	Home work

	1 
	Introduction to quantitative data analysis in SPSS and Stata.
	13 
	1 
	4
	8 

	2 
	Descriptive data analysis.
	26 
	2
	6 
	18 

	3
	Investigating relationship between variables. Hypothesis testing.
	33 
	5 
	6 
	22 

	4
	Regression analysis.
	32 
	4 
	6 
	22 

	5
	Factor analysis.
	25
	4
	5
	16

	6
	Cluster analysis.
	25
	4
	5
	16

	7
	Content analysis as a research methodology.
	16
	2
	4
	10

	8
	Structuring and encoding of texts, images, video and audio materials in ATLAS.ti.
	20
	2
	4
	14

	
	Total:
	190
	24
	40
	126


Detailed course content
Theme 1.  Introduction to quantitative data analysis in SPSS and Stata.  

· About statistical packages (different versions of the programs);

· Environment of statistical packages (data editor, output viewer, menu structure, toolbars, opening and saving files, tutorial and help system);
· Working with data in statistical packages (exploring data, entering new data, coding variables, preparing data for analysis, export/import of the data, visualizing data, modifying data);

· Review of data analysis tools available in statistical packages.

Readings

1. Cameron C., Trivedi P. Microeconometrics Using Stata. A Stata Press Publication, 2009.

2. Field A. Discovering Statistics Using SPSS (2nd edition). London: Sage, 2005.

3. Griffith A. SPSS For Dummies (2nd Edition). Wiley Publishing Inc., 2010.

4. Hamilton, L. Statistics with Stata. Updated for Version 10. Brooks/Cole Cencage Learning, 2009.
5. Kremelberg D. Practical statistics: a quick and easy guide to IBM SPSS Statistics, STATA, and other statistical software. Los Angeles [etc.]: Sage Publications, 2011.

6. Longest, K. C. Using Stata for quantitative analysis. Los Angeles [etc.] SAGE Publications, 2012. 
7. Mitchell, M. N. Data management using Stata: a practical handbook. Stata press, 2010. 

8. Morgan, G. A. IBM SPSS for introductory statistics. London; New York Routledge, 2011.

9. Pete Greasley. Quantitative Data Analysis Using SPSS. An Introduction for Health & Social Science. New York: Open University Press, 2008.

10. Robert Ho. Handbook of Univariate and Multivariate Data Analysis and Interpretation with SPSS. Chapman & Hall/CRC Taylor & Francis Group, 2006.

Theme 2.  Descriptive data analysis.

· Frequency analysis; 

· Graphical analysis: histogram, box-plot, pie chart, stem and leaf plot; 

· Calculating statistical characteristics: central tendency estimations, dispersion, standard deviation, standard error of mean, confidence interval, percentile values, measuring symmetry and pointiness of distribution;

· Normal distribution, Z-standardization, Kolmogorov-Smirnov test of normality;

· Working with multiple response questions.

Readings

1. Baum, C. An Introduction to Modern Econometrics Using Stata, Stata Press, 2006.

2. Cameron C., Trivedi P. Microeconometrics Using Stata. A Stata Press Publication, 2009.

3. Field A. Discovering Statistics Using SPSS (2nd edition). London: Sage, 2005.

4. Greasley P. Quantitative Data Analysis Using SPSS. An Introduction for Health & Social Science. New York: Open University Press, 2008.

5. Hamilton, L. Statistics with Stata. Updated for Version 10. Brooks/Cole Cencage Learning, 2009.
6. Kremelberg D. Practical statistics: a quick and easy guide to IBM SPSS Statistics, STATA, and other statistical software. Los Angeles [etc.]: Sage Publications, 2011.

7. Longest, K. C. Using Stata for quantitative analysis. Los Angeles [etc.] SAGE Publications, 2012. 

8. Mitchell, M. N. Data management using Stata: a practical handbook. Stata press, 2010. 

9. Morgan, G. A. IBM SPSS for introductory statistics. London; New York Routledge, 2011.

10. Pete Greasley. Quantitative Data Analysis Using SPSS. An Introduction for Health & Social Science. New York: Open University Press, 2008.

11. Robert H. Handbook of Univariate and Multivariate Data Analysis and Interpretation with SPSS. Chapman & Hall/CRC Taylor & Francis Group, 2006.

12. Wagner III, W. E. Using SPSS for social statistics and research methods. London Pine Forge Press, 2010. 

Theme 3.  Investigating relationship between variables. Hypothesis testing. 

· Crosstabs;

· Formulation and testing hypothesis;

· Level of significance and first type error;

· Chi-square test; 

· Scatterplot;

· Correlation coefficients: bivariate, part and partial; 

· T-tests; 

· ANOVA; 

· Non-parametric tests.  

Readings

1. Baum, C. An Introduction to Modern Econometrics Using Stata, Stata Press, 2006.

2. Cameron C., Trivedi P. Microeconometrics Using Stata. A Stata Press Publication, 2009.

3. Field A. Discovering Statistics Using SPSS (2nd edition). London: Sage, 2005.

4. Greasley P. Quantitative Data Analysis Using SPSS. An Introduction for Health & Social Science. New York: Open University Press, 2008.

5. Hamilton, L. Statistics with Stata. Updated for Version 10. Brooks/Cole Cencage Learning, 2009.
6. Kremelberg D. Practical statistics: a quick and easy guide to IBM SPSS Statistics, STATA, and other statistical software. Los Angeles [etc.]: Sage Publications, 2011.

7. Longest, K. C. Using Stata for quantitative analysis. Los Angeles [etc.] SAGE Publications, 2012. 

8. Mitchell, M. N. Data management using Stata: a practical handbook. Stata press, 2010. 

9. Morgan, G. A. IBM SPSS for introductory statistics. London; New York Routledge, 2011.

10. Pete Greasley. Quantitative Data Analysis Using SPSS. An Introduction for Health & Social Science. New York: Open University Press, 2008.

11. Robert H. Handbook of Univariate and Multivariate Data Analysis and Interpretation with SPSS. Chapman & Hall/CRC Taylor & Francis Group, 2006.

12. Wagner III, W. E. Using SPSS for social statistics and research methods. London Pine Forge Press, 2010. 

Theme 4.  Regression analysis 

· Objectives of regression analysis;

· Graphical representation of regression line;

· Simple and multiple linear regression; 
· Logistic regression;

· Interpreting results of regression analysis;

· Multicollinearity:
· Heteroscedasticity; 
· Dummy variable;
· Regression model limitations and diagnostics.

Readings

1. Baum, C. An Introduction to Modern Econometrics Using Stata, Stata Press, 2006.

2. Cameron C., Trivedi P. Microeconometrics Using Stata. A Stata Press Publication, 2009.

3. Field A. Discovering Statistics Using SPSS (2nd edition). London: Sage, 2005.

4. Hamilton, L. Statistics with Stata. Updated for Version 10. Brooks/Cole Cencage Learning, 2009.
5. Kremelberg D. Practical statistics: a quick and easy guide to IBM SPSS Statistics, STATA, and other statistical software. Los Angeles [etc.]: Sage Publications, 2011.

6. Longest, K. C. Using Stata for quantitative analysis. Los Angeles [etc.] SAGE Publications, 2012. 

7. Mitchell, M. N. Data management using Stata: a practical handbook. Stata press, 2010. 

8. Robert H. Handbook of Univariate and Multivariate Data Analysis and Interpretation with SPSS. Chapman & Hall/CRC Taylor & Francis Group, 2006.

9. Tabachnick B.G., Fidell L.S. Using Multivariate Statistics. Pearson Education. Inc Boston, MA, 2007.

10. Vijay Gupta. SPSS for beginners. VJBooks Inc, 1999.

11. Wagner III, W. E. Using SPSS for social statistics and research methods. London Pine Forge Press, 2010. 

Theme 5.  Factor analysis 

· Steps of performing factor analysis;

· Evaluating applicability of data for factor analysis;

· Methods of factor analysis;

· Factor loading, rotation;
· Saving factors as new variables;

· Interpreting factors.

Readings

1. Field A. Discovering Statistics Using SPSS (2nd edition). London: Sage, 2005.

2. Kremelberg D. Practical statistics: a quick and easy guide to IBM SPSS Statistics, STATA, and other statistical software. Los Angeles [etc.]: Sage Publications, 2011.

3. Robert H. Handbook of Univariate and Multivariate Data Analysis and Interpretation with SPSS. Chapman & Hall/CRC Taylor & Francis Group, 2006.

Theme 6.  Cluster analysis 

· Steps of performing cluster analysis;

· Evaluating applicability of data for cluster analysis;

· Methods of cluster analysis: hierarchical and k-means;

· Saving cluster membership information as new variable;

· Characterizing clusters.

Readings

1. Robert Burns & Richard Burns. Business Research Methods and Statistics using SPSS http://

 HYPERLINK "http://www.uk.sagepub.com/burns/chapters.htm" www.uk.sagepub.com/burns/chapters.htm
2. Marija J. Norušis. IBM SPSS Statistics 19 Statistical Procedures Companion http://

 HYPERLINK "http://www.norusis.com/pdf/SPC_v19.pdf" www.norusis.com/pdf/SPC_v19.pdf 

Theme 7.  Content analysis as a research methodology.

· Types of content analysis and spheres of its application;
· Procedures and stages of content analysis;

· Data analysis software packages that could be used to perform content analysis.
Readings

1. Krippendorff, K. Content Analysis: An Introduction to Its Methodology. (2nd edition). Sage, Thousand Oaks, CA. 2004. 

2. Lewins A., Silver Ch. Using Software in Qualitative Research. A Step-by-Step Guide. London: Sage. 2010

Theme 8.  Structuring and encoding of texts, images, video and audio materials in ATLAS.ti.

· Working environment of ATLAS.ti;
· Structure and content of ATLAS.ti User Guide;

· Creating and editing a project in ATLAS.ti;

· Structuring and encoding of texts, images, video and audio materials;
· Creating relationship networks between codes;

· Investigating relationships and testing hypothesis;

· Functions "Coding", "Quoting", "Memos"; 

· Visualization of analysis results using "Network Views";

· Formulating research results and preparing reports.

Readings

1. ATLAS.ti 7 User Guide and Reference, 2013 http://www.atlasti.com/uploads/media/atlasti_v7_manual_201312.pdf
2. Friese, S. Qualitative data analysis with ATLAS.ti. Los Angeles [etc.] SAGE Publications, 2012. 

3. Saldana, J. The coding manual for qualitative researchers. Los Angeles [etc.] SAGE Publications, 2013.

5. Reading List

a. Required

1. Friese, S. Qualitative data analysis with ATLAS.ti. Los Angeles [etc.] SAGE Publications, 2012. 

2. Kremelberg D. Practical statistics: a quick and easy guide to IBM SPSS Statistics, STATA, and other statistical software. Los Angeles [etc.]: Sage Publications, 2011.

3. Longest, K. C. Using Stata for quantitative analysis. Los Angeles [etc.] SAGE Publications, 2012. 

4. Morgan, G. A. IBM SPSS for introductory statistics. London; New York Routledge, 2011.

5. Saldana, J. The coding manual for qualitative researchers. Los Angeles [etc.] SAGE Publications, 2013.

6. ATLAS.ti 7 User Guide and Reference, 2013 http://www.atlasti.com/uploads/media/atlasti_v7_manual_201312.pdf
b. Optional

1. Cameron C., Trivedi P. Microeconometrics Using Stata. A Stata Press Publication, 2009.

2. Field A. Discovering Statistics Using SPSS (2nd edition). London: Sage, 2005.

3. Greasley P. Quantitative Data Analysis Using SPSS. An Introduction for Health & Social Science. New York: Open University Press, 2008.

4. Griffith A. SPSS For Dummies (2nd Edition). Wiley Publishing Inc., 2010.

5. Hamilton, L. Statistics with Stata. Updated for Version 10. Brooks/Cole Cencage Learning, 2009.

6. Krippendorff, K. Content Analysis: An Introduction to Its Methodology. (2nd edition). Sage, Thousand Oaks, CA. 2004. 

7. Lewins A., Silver Ch. Using Software in Qualitative Research. A Step-by-Step Guide. London: Sage. 2010

8. Marija J. Norušis. IBM SPSS Statistics 19 Statistical Procedures Companion http://

 HYPERLINK "http://www.norusis.com/pdf/SPC_v19.pdf" www.norusis.com/pdf/SPC_v19.pdf 

9. Mitchell, M. N. Data management using Stata: a practical handbook. Stata press, 2010. 

10. Pete Greasley. Quantitative Data Analysis Using SPSS. An Introduction for Health & Social Science. New York: Open University Press, 2008.

11. Robert Burns & Richard Burns. Business Research Methods and Statistics using SPSS http://

 HYPERLINK "http://www.uk.sagepub.com/burns/chapters.htm" www.uk.sagepub.com/burns/chapters.htm
12. Robert H. Handbook of Univariate and Multivariate Data Analysis and Interpretation with SPSS. Chapman & Hall/CRC Taylor & Francis Group, 2006.

13. Tabachnick B.G., Fidell L.S. Using Multivariate Statistics. Pearson Education. Inc Boston, MA, 2007.

14. Vijay Gupta. SPSS for beginners. VJBooks Inc, 1999.

15. Wagner III, W. E. Using SPSS for social statistics and research methods. London Pine Forge Press, 2010. 

6. Grading System
A 10-point grading scale is used to evaluate the results of students’ work. 

	10-point scale
	Russian grading framework

	10
	Excellent

	9
	Excellent

	8
	Excellent

	7
	Good

	6
	Good

	5
	Satisfactory

	4
	Satisfactory

	3
	Fail

	2
	Fail

	1
	Fail


Academic progress is evaluated by means of a cumulative system, where the final grade is made up of the ongoing assessment results and the examination grade. 

Methods of evaluation

· Continuous: in class and at home tasks, report on the results of data analysis; 
· Final: analyzing data, formulating hypotheses and making conclusions on the obtained results.
Formula for final grade’s calculation

Final grade = 0,3* Exam grade + 0,2*Grade for the tasks in class + 0,2*Grade for the written control work + 0,2*Grade for the homework+0,1*Grade for the class attendance and active participation
Control forms

	Type of control
	Control form
	1st year
	Description

	
	
	3th module
	4th module
	

	Mid-term
	Written control work
	*
	
	Written control work; 120 minutes

	
	Home assignment
	
	*
	Written report and presentation.

	Final
	Exam
	
	*
	Written task; 120 minutes.


Examples of control questions
1. What is the difference between qualitative and quantitative data? Give examples.

2. What is the difference between structured and unstructured data? Give examples.

3. What software packages could be used to conduct quantitative and qualitative data analysis?

4. What is a research hypothesis? Give examples. Describe main approaches to hypothesis testing.
5. What are the main requirements to the structure and content of reports presenting research results?

6. What is the difference between different types of correlation coefficients? 

7. For what purposes regression analysis can be used? What are the data requirements for using it?

8. What types of t-tests do you know and what are the differences between them?

9. For what purposes factor analysis can be used? What are the data requirements for using it?

10. For what purposes cluster analysis can be used? What are the data requirements for using it?

11. What is a hermeneutic unit in ATLAS.ti?

12. Describe the process of coding data in ATLAS.ti.

13. What is the difference between "Coding", "Quoting" and "Memos" functions in ATLAS.ti?

14. What kind of visualization tools can be used in ATLAS.ti?

15. Describe the procedures and stages of content analysis.

16. What kind of data analysis software packages that could be used to perform content analysis?

Examples of control tasks

1. Create a frequency table.

2. Calculate the following statistical characteristics: mode, median, mean, range, standard deviation, S. E. mean, interquartile range, quartile deviation, decile ratio. 
3. Evaluate the symmetry of distribution of the variable. Indicate whether the distribution is positively or negatively skewed and what does it mean in terms of the shape of the distribution. Indicate is the distribution significantly different from the symmetrical distribution and the reason of your conclusion?
4. Evaluate the pointyness of distribution of the variable. Indicate whether the distribution is leptokurtic or platykurtic and what does it mean in terms of the shape of the distribution and is the distribution significantly different for the “normal” distribution and the reason of your conclusions?
5. Create and interpret a boxplot for the variable.

6. Create a frequency table for a multiple response question. Interpret the results.
7. Do the Kolmogorov-Smirnov test to conclude whether the distribution of the variable is significantly different from the normal. Formulate hypothesis. Make conclusions.

8. Create a contingency table between two variables and interpret the results. 


9. Select two pairs of categorical variables to run Chi-square statistical test. Formulate hypotheses. Interpret the results of analysis. Make conclusions.
10. Do the bivariate correlation analysis. Calculate Pearson’s, Kendall’s and Spearman’s correlation coefficients. Evaluate the significance of the coefficients. Indicate the coefficient of determination for every coefficient. Interpret the results.

11. Do the partial correlation analysis.

12. Do the simple regression analysis. Select the appropriate variables. Write down the regression equation. Assess the goodness-of-fit of the model. Do the diagnostics of the model. Are the residuals normally distributed? Delete the cases than have standardized residuals greater than 3. Will this improve the model? 

13. Do the multiple regression analysis using at least two predictors. Select the appropriate variables. Write down the regression equation. Assess the goodness-of-fit of the model. Are all the gradients and intercepts of the model statistically significant? Do the diagnostics of the model. Are the residuals normally distributed? Test the multicollinearity.

14. Do the factor analysis. Interpret the factors and save them as new variables. Use saved factors for cluster analysis. Define the number of clusters. Describe the clusters’ characteristics. 

15. Create a hermeneutic unit in ATLAS.ti, analyze the information in it and create networks to visualize your findings.

16. Encode an interview through open coding and create a code network.
7. Guidelines for Knowledge Assessment

The following guidelines are used for different forms of control:
1) In the course of the written control work the students should demonstrate the ability to: 

· prepare the data for the further analysis, modify and transform the data in necessary;

· do the descriptive analysis of the data;

· select the appropriate method of data analysis in accordance with the type and characteristics of  the data and the research question;

· formulate hypothesis;

· perform the data analysis using statistical software;

· interpret and present the results of analysis.
2) For the home assignment the students should prepare the research report. 
The report should be prepared on the basis of the results of the quantitative data analysis. It should contain the research questions and hypotheses as well as the main results of the data analysis.

The data should be analyzed using descriptive statistics (frequency analysis, statistical characteristics, graphs), analysis of relationship between variables (crosstabs, correlations), regression analysis, ANOVA, nonparametric tests, factor and cluster analysis.
If needed preliminary data transformation should be done using recoding, calculation of new variables on the basis of existing variables, filters, aggregation, ranking, etc.

There is no need to use as many methods of analysis as the students can. It’s better to select 1-2 methods and do an accurate in-depth analysis of the data.

The analysis should be done on the basis of the data collected or downloaded from open sources. The database should contain not less than 10 variables with different scales of measurement and not less than 100 cases.

The report should be prepared in the group of 2-3 students. All the group members should report the results in class. The results of analysis should be presented on the slides (not less than 10 slides).

7. Methods of instruction

The following methods of instruction are used:

- Lecturer method: the lecturer method is used during the lectures to present the methods of analysis and demonstrate their practical usage.
- Practical tasks: students are doing practical tasks in class and at home.
- Collaborating: students are working on the homework in groups.
- Classroom discussion: each student is given equal opportunity to interact and put forth their views. A discussion taking place in a classroom can be either facilitated by a teacher or by a student. A discussion could also follow a presentation or a demonstration. 
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