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1. **ЦЕЛЬ, РЕЗУЛЬТАТЫ ОСВОЕНИЯ ДИСЦИПЛИНЫ И ПРЕРЕКВИЗИТЫ**

Целями освоения дисциплины «Исследование операций» являются:

* формирование у студентов профессиональных компетенций, необходимых для принятия научно-обоснованных решений
* овладение основными методами решения оптимизационных задач
* приобретение навыка моделирования экономических задач, построения детерминированных и стохастических моделей

В результате освоения дисциплины студент должен:

**знать:**

- основные методы решения задач линейного, нелинейного и динамического программирования,

- основные методы решения транспортной задачи и задачи коммивояжера,

- основные методы теории массового обслуживания и теории игр.

**уметь:**

- применять изученные методы для решения практических задач,

- анализировать устойчивость решения задачи;

-определять границы применимости изученных методов решения задач;

- интерпретировать результаты расчетов.

**владеть:**

- навыками использования методов решения задач, рассмотренных в рамках курса, в важнейших практических приложениях;

- навыками обработки и интерпретации результатов расчетов;

- методами решения задач линейного, нелинейного и динамического программирования,

- навыками применения основных методов теории массового обслуживания и теории игр для решения естественнонаучных задач.

Изучение дисциплины «Исследование операци» базируется на следующих дисциплинах:

- алгебра

- математический анализ

- теория вероятностей и математическая статистика.

Для освоения учебной дисциплины студенты должны владеть следующими знаниями и компетенциями:

- знать точные формулировки основных понятий, относящихся к теории матриц и определителей, основные теоремы о системах линейных уравнений, матрицах и определителях, линейных пространствах, линейных операторах, квадратичных формах;

- знать точные формулировки основных понятий и теорем, относящихся к дифференциальному и интегральному исчислению;

- знать точные формулировки основных понятий и теорем курса теории вероятностей и математической статистики.

1. **СОДЕРЖАНИЕ УЧЕБНОЙ ДИСЦИПЛИНЫ**

**Тема 1 Линейное программирование**

Постановка задачи линейного программирования, основные понятия. Графический метод решения задачи линейного программирования. Канонический вид задачи линейного программирования. Базисные и свободные переменные. Симплекс таблица. Двойственная задача линейного программирования. Двойственные переменные в последней симплекс таблице. Двойственные оценки. Анализ чувствительности. Целочисленное линейное программирование. Метод Гомори. Метод ветвей и границ.

**Тема 2. Нелинейное программирование**

Условный экстремум. Метод множителей Лагранжа. Выпуклое программирование. Кусочно-линейная аппроксимация. Методы спуска. Градиентный метод.

**Тема 3. Транспортная задача**

Метод северо-западного угла и минимальной стоимости для нахождения допустимого решения. Метод потенциалов.

**Тема 4. Задача коммивояжера**

Матричное представление задачи. Жадный алгоритм поиска допустимого решения. Метод ветвей и границ.

Т**ема 5. Динамическое программирование**

Постановка задачи динамического программирования. Принцип оптимальности. Уравнения Беллмана. Задача о распределении капиталовложений. Анализ чувствительности.

**Тема 6. Теория массового обслуживания**

Основные понятия ТМО. Классификация систем массового обслуживания. Марковский случайный процесс. Потоки событий. Уравнения Колмогорова. Процесс гибели и размножения.

**Тема 7. Теория игр и теория принятия решений**

Понятие игровой модели. Седловая точка. Решение матричной игры в смешанных стратегиях. Графическое решение матричной игры. Сведение матричной игры к задаче линейного программирования. Многокритериальные задачи. Критерии Вальда, Гурвица, Сэвиджа, Лапласа. Оптимальность по Парето.

1. **ОЦЕНИВАНИЕ**

Оценку за работу на практических занятиях Отекущая преподаватель выставляет в рабочую ведомость. Накопленная оценка Онакопленная вычисляется как среднее арифметическое оценок Отекущая за все занятия. Преподаватель оценивает работу студентов на семинарских занятиях по результатам контрольных работ.

В диплом выставляется результирующая оценка по учебной дисциплине.

Результирующая оценка за дисциплину рассчитывается следующим образом:

Орезульт = 0,5\*Онакопленная + 0,5\*Оэкзамен

Округление результирующей оценки производится до целого по арифметическим правилам. На пересдаче студенту предоставляется возможность получить дополнительный балл для компенсации оценки за текущий контроль.

1. **ПРИМЕРЫ ОЦЕНОЧНЫХ СРЕДСТВ**

Оценочные средства для текущего контроля студента

На каждом занятии студенты выполняют контрольную работу длительностью 10-20 минут, в зависимости от сложности задания.

Примеры заданий контрольных работ:

1. Решить графически задачу линейного программирования



1. Решить симплекс-методом задачу линейного программирования



1. Выписать решение двойственной задачи линейного программирования и двойственные оценки ресурсов по симплекс-таблице

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| x2 | 0 | 1 |  3/16 |  5/32 | 6  |
| x1 | 1 | 0 | - 1/8  |  1/16 | 2  |
| F | 0 | 0 | 1 1/16 | 1 7/32 | 46  |

1. Составить отсечение Гомори для полностью целочисленной задачи линейного программирования

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|   | x1 | x2 | x3 | x4 | b |  |
| x2 | 0  | 1  |  27/71 |  3/71 | 2 1/4  |
| x1 | 1  | 0  | - 32/71 |  28/71 | 2 1/3  |
| F | 0  | 0  |  7/71 | 1 56/71 | 20 7/12 |

Оценочные средства для промежуточной аттестации

**Вопросы к экзамену**

1. Постановка задачи линейного программирования, основные понятия.
2. Графический метод решения задачи линейного программирования (на примере).
3. Канонический вид задачи линейного программирования, переходы между разными представлениями задачи ЛП.
4. Базисные и свободные переменные в каноническом виде задачи линейного программирования.
5. Введение и выведение переменной из базиса.
6. Симплекс таблица, структура, пример.
7. Схема решения задачи линейного программирования симплекс-методом.
8. Симплекс-метод: поиск начального решения
9. Симплекс-метод: оптимизация допустимого решения
10. Симплекс-метод: критерий оптимальности решения
11. Симплекс-метод: особенные случаи.
12. Анализ чувствительности в задаче линейного программирования.
13. Двойственная задача линейного программирования, связь переменных прямой и двойственной задач.
14. Двойственные переменные в последней симплекс таблице.
15. Двойственная задача линейного программирования: двойственные оценки.
16. Целочисленное линейное программирование. Метод Гомори.
17. Целочисленное линейное программирование. Метод ветвей и границ.
18. Условный экстремум.
19. Метод множителей Лагранжа.
20. Выпуклое программирование.
21. Кусочно-линейная аппроксимация.
22. Методы спуска.
23. Градиентный метод.
24. Транспортная задача: постановка задачи, математическая модель.
25. Транспортная задача: методы поиска допустимого решения.
26. Транспортная задача: метод потенциалов.
27. Задача коммивояжера: постановка задачи, математическая модель.
28. Задача коммивояжера: жадный алгоритм поиска допустимого решения.
29. Задача коммивояжера: метод ветвей и границ.
30. Постановка задачи динамического программирования на примере.
31. Динамическое программирование: принцип оптимальности.
32. Динамическое программирование: уравнения Беллмана.
33. Динамическое программирование: задача о распределении капиталовложений.
34. Динамическое программирование: анализ чувствительности.
35. Основные понятия теории массового обслуживания.
36. Классификация систем массового обслуживания.
37. Теория массового обслуживания: Марковский случайный процесс.
38. Теория массового обслуживания: потоки событий.
39. Теория массового обслуживания: уравнения Колмогорова.
40. Теория массового обслуживания: процесс гибели и размножения.
41. Понятие игровой модели. Седловая точка.
42. Решение матричной игры в смешанных стратегиях.
43. Графическое решение матричной игры.
44. Сведение матричной игры к задаче линейного программирования.

Кроме одного теоретического вопроса, студенту предлагается несколько заданий, аналогичных задачам контрольных работ. На экзамене предлагаются задачи, не требующие сложных вычислений, а ориентированные на проверку понимания теории и умения пользоваться ею при решении задач.

**Пример заданий экзамена.**

1. Составьте функцию Лагранжа для задачи

$\begin{matrix}\left\{\begin{matrix}x^{2}+y^{2}+z^{2}=4\\x+y+z=1\end{matrix}\right.\\f=xyz\end{matrix}$

2. Вычислите потенциал третьей строки транспортной задачи

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | 0 |  | 1 |  | 1 |  |  |
|   | C1 |   | C2 |   | C3 |   |  |
| M1 | 2 |   | 3 |   | 1 |   | -2 |
|   |   | 2 |   |   |   | 4 |  |
| M2 | 3 |   | 2 |   | 5 |   | -3 |
|   |   | 5 |   | 4 |   |   |  |
| M3 | 7 |   | 1 |   | 4 |   |  |
|   |   |   |   | 3 |   |   |  |

3. Найдите оценку желтой клетки (задача коммивояжера решается методом ветвей и границ)

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **i j** | **1** | **2** | **3** | **4** | **5** |
| **1** | M | 40 | 40 | 0(40) | 60 |
| **2** | 20 | M | 0(?) | 10 | 30 |
| **3** | 30 | 0(10) | M | 40 | 0(30) |
| **4** | 0(10) | 50 | 10 | M | 40 |
| **5** | 0(0) | 10 | 30 | 0(0) | M |
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* 1. **Материально-техническое обеспечение дисциплины**

Учебные аудитории для лекционных и практических занятий по дисциплине обеспечивают использование и демонстрацию тематических иллюстраций, соответствующих программе дисциплины в составе:

мультимедийный проектор с дистанционным управлением.